
Data center operators have been attempting to balance data 
growth, increased user expectations, and budgetary challenges 
for quite some time. With data growth continuing at a virtually 
unlimited rate, the rate of SSD spending in data centers now 
outpaces global gross domestic product (GDP) by a factor  
of 8x and outpaces spending on compute by a factor of 4x.1  
But choosing the right SSD that can meet storage needs today 
and tomorrow—while ensuring that investments are sound—can 
be daunting.

Based on Solidigm’s research and a consensus of industry 
examination, this paper sheds light on the areas that impact SSD 
choice to help make the decision less onerous. First, it outlines 
key storage trends and the challenges they present. Next, it 
covers how to use storage workload profiles to match application 
requirements to a drive’s capabilities. The paper also provides the 
following recommended top-four criteria for evaluating the 
best-fit SSD to address data center storage challenges:

• Map drive capabilities to application requirements.  
Any storage decision should start with an understanding of the 
input/output (I/O) profile of the target workload(s) to pair with 
SSDs that can provide the right blend of performance, 
capacity, and endurance.

• Validate endurance requirements. Do not over-size drive 
endurance. Increased understanding of endurance 
requirements is correlated with year-over-year reductions in 
average endurance levels of SSD shipments. Additionally, 
decision makers should look beyond drive writes per day 
(DWPD) to assess endurance requirements by considering 
petabytes written (PBW), which factors in both a drive’s DWPD 
rating and its capacity to provide the lifetime writes available. 
An endurance estimator or profiler can be used for enhanced 
clarity on matching a workload to a drive’s PBW.
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• Consider a modern form factor. While legacy form factors preserve chassis infrastructure, Enterprise and 
Datacenter Standard Form Factor (EDSFF) drives provide better serviceability, space efficiency, flexibility, 
cooling, and signal integrity benefits.

• Be absolutely confident in drive and data reliability. The most basic storage requirements are (1) to be 
always available and (2) to never return bad data. It’s important to consider the track record of any SSD 
suppliers’ drive reliability and data integrity.

The Rapid Evolution of Storage
Storage is evolving rapidly because enterprises need to store more data, in more places, more efficiently. This 
change is happening due to four underlying trends.

The rise of more read/data-intensive workloads. Modern workloads are data hungry. Workloads such as data 
pipelines for data-intensive usages like artificial intelligence (AI), machine learning (ML) and data analytics, 
content delivery networks (CDNs), video-on-demand (VoD) services, and imaging databases deliver more 
value and provide more insights as datasets become bigger. These workloads are being adopted broadly 
across industries. Read-dominant (approximately 80 percent or higher reads) storage workloads now account 
for approximately 94 percent of enterprise workloads.2

Workloads that are mostly read/data-intensive require SSDs that can deliver a balance of dense, affordable-
capacity, segment-optimized performance and endurance, which differs from the more balanced read/write 
performance at lower capacities required in more write-intensive workloads.

Reshaping of servers from core data center to the edge. By 2023, worldwide spending on edge computing 
is expected to reach $208 billion, an increase of 13.1 percent over 2022.4 As data storage moves closer to the 
point of consumption, servers will face more challenging considerations for space, power, cooling, weight, 
serviceability, and scalability. Almost everything comes down to these considerations, as noted by a Linux 
Foundation report, stating that “the higher the density, the more we can do at the edge.”5 SSDs architected for 
optimal density and efficiency will be best suited to meeting challenges at the edge.

Emerging understanding of real-world I/O conditions. When SSDs were first deployed in data centers in 
the 2010s, the behavior of drives and the needs of workloads were not well understood. As a result, storage 
architects tended to oversize SSDs. Reports show that in 2016 about 60 percent of SSDs that were shipped 
had endurance levels of ≤1 DWPD, compared to 2023, during which that figure is expected to approach 85 
percent.6 Large-sample-size studies show that 99 percent of systems use at most 15 percent of a drive’s usable 
endurance by the end of life.7 Over-sizing can lead to higher acquisition costs, implementation costs, and 
operating costs.

50 percent of enterprises 
use AI in at least one 
business area3

Increased AI

An average 2-hour movie 
has grown from 1.5 GB (4K 
HD) just a few years ago to 
14 GB (4K Ultra HD) today.

Richer media

Many CDN services have 
shifted from limited-capacity 
paid storage to unlimited-
capacity free storage  
to stay competitive.

Free storage
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But it’s not just endurance that is better understood today. Storage engineers and managers are beginning 
to look beyond the traditional “four corners” of storage testing: 100 percent random reads, random writes, 
sequential reads, and sequential writes at a queue depth (QD) of about 256 for sequential and 128 for random. 
Instead, engineers and managers are considering the I/O characteristics of real-world applications such as 
those shown in Table 1.

Real-world characteristic Description

Multi-tenancy Many servers support multiple workloads, creating conditions of varying and 
simultaneous read and write requests. 

Presence of write pressure
Maintaining read responsiveness in the presence of writes is critical to 
delivering acceptable service levels, as even a 100 percent read workload has 
some background write activity.

Mix of reads and writes Most cloud and enterprise workloads cluster in the 70/30 read/write range.

Low queue depth (QD) Most cloud and enterprise  workloads operate at a QD of ≤32.

Table 1.  I/O characteristics of real-world applications

Hard disk drive (HDD) storage is unsustainable. Solidigm’s internal analysis and a consensus of industry 
analysts estimate that 85 to 90 percent of all data center data is still stored on HDDs. This aging infrastructure 
places a burden on its ability to manage costs, scale with demands, and improve sustainability in the data 
center.8 A survey conducted by Enterprise Storage Forum reveals that aging gear is the top storage challenge 
for storage managers.8 Furthermore, the study shows that aging gear directly leads to other challenges, such as 
a lack of capacity, high operations and maintenance costs, and poor performance. Modern data centers need 
storage that can deliver the right balance of capacity, performance, efficiency, and reliability to match  
workload requirements.

Understanding Storage I/O Profiles
Modern storage workloads span a wide range of I/O profiles. To describe these workloads, the storage industry 
uses a common set of I/O characteristics (Table 2). There are more I/O characteristics than those captured 
in the table (such as the rate at which certain applications write data), but this list is sufficient to gain a basic 
understanding of requirements for different workloads.

I/O Characteristic Description

I/O size (size) Size of an input (write) or output (read) request made from compute to storage.

I/O access pattern (pattern)
Sequential (SEQ) or random (RND) access. SEQ access occurs when adjacent blocks of 
data are read from or written to a drive. RND access occurs when blocks of data for the 
requested read or write are spread across different regions of the media.

Queue depth (QD) The number of I/O requests (0–256) that are queued. Queues improve performance at the 
cost of latency.

Read/write ratio (mix) The percentage of read versus write I/O requests, expressed as 90/10, 80/20, and so on.

Table 2. Common I/O characteristics
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Using these I/O profile characteristics, Solidigm places application workloads into four main categories: 
write-centric, mixed, mainstream, and read/data-intensive. While I/O profiles can vary based on specifics 
of implementation, these profiles are a best effort at describing a typical profile and are helpful in the drive-
selection process.

Write-Centric Workloads

These applications (see Table 3) drive a high intensity of writes, comprising 50 percent to 100 percent of  
I/O. Write-centricity can also be dictated by usages such as when a drive is deployed for caching or as a 
temporary buffer. These applications and usages are best serviced by drives with strong write performance 
and high endurance.

Application Description Mix Pattern Size QD

Caching Caching is a high-speed storage layer 
holding a subset of data, typically 
transient or ephemeral in nature,  
so I/O requests can be processed  
faster than if interfaced directly with 
primary storage.

High writes in 
write  
cache usage. 
Mixed in read/
write cache.

Random Small block 
(big block 
often passed 
directly to 
storage)

0−32

Data pipelines Data pipelines are a series of data processing steps that enable the flow of data from source to 
repository to analysis. Pipelines are commonly used for data-intensive applications such as AI/ML and 
big data analytics. It is worth noting that profiles are a rough approximation.

The ingest phase of the pipeline receives 
highly variable data formats from various 
sources, often in unstructured object  
or file formats such as videos, images, 
documents, or conversation transcripts. 
This phase is heavy on sequential  
writes, with periodic de-staging to 
capacity storage.

0/100 Sequential in 
bursts or 
continuous

Small to large Variable

The preparation step involves moving 
data through labeling, compression, 
deduplication, transformation, and 
cleansing. This is an iterative process 
where varying amounts of data are read 
and written both randomly and 
sequentially. High throughput on a mixed 
workload at low latency is valued.

Up to
50/50

Random reads 
and writes

Small to 
medium 

Variable

High-
performance 
computing 
(HPC)

HPC storage periodically holds answers 
or partial answers that must be 
communicated with other calculations. 
Additionally, frequent snapshots are 
made during compute to save work and 
minimize recalculations in case of failure. 
Low-latency, high-bandwidth reads are 
important to minimize the impact to 
compute utilization and minimize the 
impact of potential failures.

70/30 to 90/10 Sequential 
reads and 
writes

16 KB and 
above

0–32

Online 
transaction 
processing 
(OLTP)—small 
block, high 
duty cycle

OLTP instances generate random reads 
and writes whose size is equivalent to the 
database block size, typically 8 KB. High 
I/O operations per second (IOPS) and low 
average latency are valued, as these 
parameters translate to the transaction 
rate and transaction turnaround time at 
the application layer.

65/35 100% random 2–16 KB 0–32

Table 3. Examples of applications with write-centric workloads
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Mixed Workloads

Mixed workloads tend to cluster in the 70/30 read-to-write ratio range and generally present a high degree of 
randomness. Given the mix of reads and writes, these applications are best suited by drives with high, balanced 
read/write performance and high endurance.

Application Description Mix Pattern Transfer Size QD

Cloud 
compute

Cloud computing is used across a range 
of services (data backup, disaster 
recovery, databases, email, virtual 
desktop, software development and 
testing, big data analytics, and customer-
facing web applications). This range of 
usages presents a highly random, mixed 
workload environment consisting 
primarily of small block sizes.

65/35 ~85% random Primarily 8 KB 
(some up to  
64 KB)

0–32

Database Data load, backup, and restore functions 
of data warehouses generate sequential 
read and write streams composed of 
multiple large-block I/O requests. These 
applications process large amounts of 
data, such as whole tables or whole 
databases, and they value high 
throughput.

70/30 Sequential but  
might present as 
random with high 
concurrency

64 KB to 1 MB 0-32

E-commerce OLTP databases used in e-commerce 
process large numbers of small 
transactions supporting multi-user 
access while ensuring data integrity. 
High transactions per second at low 
latency is valued.

67/33 Primarily random 
owing to high 
concurrency

Primarily  
2–8 KB; some 
up to 16 KB

0–32

OLTP—
variable block 
size, low duty 
cycle

This type of OLTP can present a 
combination of small random I/O, large 
sequential I/O, or large random I/O. An 
example usage is an OLTP workload of 8 
KB random reads and writes with a 
backup workload of four sequential read 
streams of 1 MB I/O.

70/30 Random or 
sequential

8 KB–1 MB 0–32

Decision 
support 
systems 
(DSSs)

DSS applications process large amounts 
of data in batches to produce periodic 
(such as nightly or weekly) reports. 
Applications typically generate 
sequential reads. Most queries require 
full table reads and don’t use an index for 
specific data locations. The infrequent 
writes in the workload are redo logs 
generating sequential writes that are 
typically ≤16 KB.

80/20 to 0 Primarily sequential 
read

Up to 1 MB 
reads, writes  
≤16 KB

0–6

Table 4. Examples of applications with mixed workloads
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Mainstream Workloads

These workloads find broad adoption across enterprises and tend to cluster in the 75/25 to 80/20 read-to-write 
ratio range. While they may appear similar to mixed workloads, because the write mix is lower and often at a 
lower duty cycle, drives with strong read performance and a sufficient level of write performance can often be 
deployed in this category.

Application Description Mix Pattern Transfer Size QD

Email and unified 
communications 
and collaboration 
(UCC)

These applications enable users to 
collaborate and share information using 
applications like Microsoft Office 365 and 
web-based voice and video chat workloads 
such as Microsoft Teams and Cisco WebEx. 
Workloads have a moderate distribution of 
request sizes from 4 KB to 64 KB; however, 4 
KB and 64 KB comprise 70 percent of 
requests. Access patterns are primarily 
random, with concurrent requests during 
peak periods driving up randomness.

80/20 to 0 Primarily random 4–64 KB 0–32

General-purpose 
server (GPS)

These servers support a mix of usages that 
can include databases, data backup, disaster 
recovery, email and UCC, and content 
delivery, presenting mixed environments 
with both sequential and random patterns in 
small block sizes.

80/20 80% random 8–32 KB 0-32

Object-based 
storage

Objects are discrete units of data stored in a 
structurally flat data environment with no 
folders, directories, or complex hierarchies 
as in a file-based system. Each object is a 
simple, self-contained repository that 
includes the data, metadata, and a unique 
identifying ID number enabling an 
application to locate and access the  
object. Object storage devices can be 
aggregated into larger storage pools and 
distributed across locations for unlimited 
scale and improved data resiliency and 
disaster recovery.

70/30 Random 65% 64 KB, 
15% 8 MB, 
15% 64 MB, 
5% 1 GB

40

Server-based 
storage (SBS)

Hyperconverged infrastructure (HCI) is 
prevalent in SBS. A single virtual machine 
(VM) generates a huge number of random 
and sequential reads and writes. Common 
usages include backup, disaster recovery, 
data analytics, dev/test, DSSs, and virtual 
desktop infrastructure (VDI). VMFleet’s 
mixed random benchmark is used as the 
proxy I/O profile.

70/30 Primarily random 
reads and writes

4 KB 0–16

Virtual desktop 
infrastructure 
(VDI)

VDI creates unique instances of common 
desktop applications (Google Chrome, 
Microsoft Office 365, antivirus software) for 
multiple users from a single source. A small 
number of files can comprise up to 70 
percent of read activity. Read and write 
block sizes are around 4 KB with 80 percent 
writes smaller than 20 KB. Bursts of activity 
are generated by “boot storms” and “update 
storms,” which can impact response times.

75/25 ~37% random 4 KB–128 KB 47–79 
(62 avg.)

Table 5. Examples of mainstream application workloads
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Read/Data-Intensive Workloads

Applications in this category have a very high percentage of reads (90 percent or higher). Many of these 
applications are tasked with storing and moving massive amounts of data at high throughput. Some, however, 
are tasked simply with efficiently storing massive amounts of data that are accessed infrequently. Workloads 
in this category such as CDNs, data lakes, data pipelines, social media, retail websites, imaging databases, 
and VoD services are among the fastest-growing workloads in the industry. Table 6 profiles a select few of the 
applications in this category.

Application Description Mix Pattern Transfer Size QD

CDN and VoD 
services

These services deliver content and 
streaming video to end users. Mid-tier 
and edge servers keep content close to 
users to optimize customer 
experiences and reduce network 
traffic. These applications drive a read-
intensive, large-block storage 
workload with a focus on system-level 
latency to improve user experience and 
present locality constraints on space, 
power, and cooling.

Up to 95/5 
(infrequent 
writes at low 
usage 
periods)

Reads present 
as random 
owing to 
concurrent 
users; writes are 
sequential

Large reads 
and writes 
of ≥128 KB

0–64

Data pipelines Data pipelines are a series of data processing steps that enable the flow of data from source to 
repository to analysis. Pipelines are commonly used for data-intensive applications such as AI/ML 
and big data analytics. It is worth noting that because the AI/ML field is complex, highly variable, 
and constantly evolving, profiles are a rough approximation.

The training phase moves repeated, 
randomized datasets efficiently to 
compute for mathematical functions 
on prepared data. High random read 
throughput is desired to reduce time 
for each training run, called an epoch. 
Storage with high random read IOPS at 
low latency is desired in this phase.

100/0 Random Small to 
medium

Variable

In the inference phase, the trained 
model is deployed in a data center or, 
increasingly, on edge servers or 
endpoint devices. Data movement 
involves writing the trained model and 
data to be acted on into inference and 
reading the results back into training 
for further improvements. Low read 
latency is most valued in this phase.

100/0 Sequential Small Low

Social media These applications typically use graph 
databases that can support objects 
and their associations. Associations 
between friends, likes, comments, 
views, and other elements enable 
customizable feeds at the user level. 
These read-heavy databases can drive 
billions of transactions per second.

Up to 99 
percent 
reads

Random Small block 0–32

Table 6. Examples of applications with read/data-intensive workloads
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Other Considerations

Application engineers and storage architects must consider the I/O characteristics described in the preceding  
section, along with performance requirements such as IOPS, bandwidth, and latency, to select the right storage 
device. In addition, they should factor in solution-level requirements.

Solution-Level Requirements

As compute and storage become more distributed, solution-level requirements will need to include the 
additional constraints placed on deployments outside the core data center. While considerations such as 
space, power, cooling, and serviceability are important in data centers, these considerations have even more 
limitations placed on them at the edge. As space becomes scarcer and more expensive toward the edge, 
constraints between core data centers, regional/mid-tier data centers, micro-module data centers (cargo 
container-like structures), and street-side or cabinet-like deployments (1/4 to two full racks) will change. 
Regardless of locality, what these deployments have in common is that storage density and drive reliability will 
be critical factors.

Savvy service providers looking to deploy common hardware that will run in the largest number of locations 
will use the most stringent edge requirements to identify storage. Currently, however, industry standards for 
the edge are best described as “messy.” However, like the Open Compute Project, the Open 19 Foundation is 
a consortium setting open-source standards—for edge infrastructure, in this case. The Open19 Foundation’s 
server brick definition of half width x 1U with 400 W of power and 100G connectivity is a good example of edge 
requirements.9 Table 7 shows Solidigm’s view of how these and other factors at the edge could shape storage 
decision making at the solution level.

Storage Considerations Core Data Center Edge Deployment (server brick example)

Space Full rack with 1U and 2U servers Half-width x 1U and smaller9

Power budget Big—typically ≥12 kW per rack Small—example is 400 W for an  
Open19 brick9

Cooling Standard and predictable Subject to ambient, unpredictable conditions

Failure rate
≤0.35 annualized failure rate 
(AFR) specification per Open 
Compute Project

Operators might seek better AFR to reduce 
service cost

Warranty Typically, five years for 
enterprise-class SSDs

Operators might seek longer deployed life to 
reduce refresh cost

Deployment Standardized and easy Subject to locality constraints  
and regulations

Table 7. Solution-level storage considerations

The density, efficiency, and serviceability advantages of quad-level cell (QLC) SSDs in general and QLC 
EDSFF SSDs specifically make them a strong choice for edge deployments and a viable storage solution for 
enterprises looking to deploy common hardware across the largest number of core-to-edge locations.
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4 Key Criteria for SSD Selection
Choosing the right drive from the right vendor can be a daunting task. Many storage decision makers still rely 
heavily on the previously mentioned “four corners” comparisons and an assumption that workloads cannot 
be supported with an endurance rating of less than 1 DWPD. Additionally, an erroneous assumption is often 
made that the quality and reliability of enterprise drives are consistent, across the board. Instead, storage 
decision makers should consider dense, fast, efficient, and highly reliable storage tuned to specific workload 
requirements when selecting SSDs. By focusing on the following four key selection factors, those decision 
makers can hone in on the right product.

1.   Map Drive Capabilities to Application Requirements

Modern workloads require efficiently storing massive amounts of data and accessing that data at speed. An 
assumption persists that balancing these needs requires a tradeoff between performance and capacity; that is, 
select SSDs when an application requires performance, and choose HDDs when capacity is a higher value.

Recent advances in NAND technology, combined with a better understanding of workload requirements, have 
rendered that tradeoff assumption a moot point. Table 8 compares conventional thinking to the realities of 
today’s advanced QLC SSDs from Solidigm, compared to triple-level cell (TLC) SSD counterparts.

Performance and Reliability Increasing Bit per Cell “Rule  
of Thumb”10 Solidigm’s TLC to QLC NAND Reality

Read performance Slower with each bit per cell 7,000 MB/s SR; slightly ahead of class-leading 
TLC SSDs 11 

Write performance Significantly slower with each 
bit per cell

3,000 MB/s; within 25 percent of class-leading 
TLC SSDs12 

Latency Doubles for each bit per cell Average latency within 20%13

Write endurance

Decreases an order of 
magnitude with each bit per 
cell; estimates range from 
150–1,000 program/erase  
(P/E) cycles

3,000 P/E cycles; 3x to 20x higher than industry 
expectations14

Errors More with each bit per cell
Same as TLC SSD; uncorrectable bit error rate 
(UBER) tested to 1E–17 and SDC modeled to 
1E–25

Table 8. Comparison of conventional viewpoints on QLC versus TLC SSD performance and reliability

NAND technology has evolved to where we are today with a continuum of SSD products offering a wide range 
of performance, capacity, and endurance blends to right-size drives to workload requirements. Solidigm 
has utilized these advancements to develop a portfolio of products optimized for each workload category 
described earlier in this paper. To provide even more clarity, profiling tools—such as the Intel Storage 
Analytics I/O Tracer, Flexible I/O (fio), VMmark to benchmark virtualization platforms, and Yahoo! Cloud Serving 
Benchmark (YCSB) to profile NoSQL databases—are useful to precisely determine a profile.
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In addition to matching a drive to workload I/O characteristics, the vectors of performance—latency, IOPS, and 
throughput—must be considered. It’s the job of storage architects to find the right balance to meet business 
objectives. Simply put, latency is about accelerating applications, such as delivering a better user experience 
in a VDI deployment or faster e-commerce transactions. IOPS is about scale, such as increasing concurrent 
users on OLTP or processing more parallel batches in databases. Throughput moves more data faster, speeding 
data loads for AI training or accelerating content loads of bigger CDN datasets for a better user experience.

2.   Validate Endurance Requirements

Many mainstream and all read/data-intensive workloads do not generate a high level of write activity. The 
growth in these workloads is partially responsible for the reduction in endurance requirements to where we 
are today, with more than 85 percent of SSDs shipped to the data center at ≤1 DWPD.6 As with every  
bit-per-cell transition, the introduction of QLC SSDs to the data center in 2018 raised endurance concerns. 
Now in its fourth generation, Solidigm™ QLC SSD endurance has continuously improved to 3K P/E cycles. 
Workload trends, along with QLC endurance improvements, create an opportunity to right-size endurance by 
looking at it in a new way.

A more informed way of assessing endurance is from the vantage point of PBW. This metric combines a drive’s 
endurance rating (DWPD) and its capacity to establish the writes available over the drive warranty period.  
Table 9 shows how the combination of improved endurance and massive QLC capacities can yield PBW values 
that are even greater than some TLC drives. High PBW means that QLC  drives have ample endurance not just 
for read/data-intensive workloads but also for a broad range of mainstream workloads.

NAND Technology DWPD Maximum Capacity (TB) PBW

Mainstream SE TLC SSD (Solidigm™ D7-P5520) 1.0 15.36 20.03

Solidigm™ D5-P5430 QLC SSD Up to 0.58 30.72 ~32

Solidigm™ 4th generation VE QLC SSD Up to 0.58 61.44 ~67

Table 9. Endurance characteristics of NAND SSDs 

For storage decision makers who want a more precise assessment of their endurance needs, Solidigm offers 
both an endurance estimator and an endurance profiler tool. The endurance estimator is an intuitive tool that 
lets users enter workload characteristics to output a high-confidence estimation of drive life. The endurance 
profiler, available on GitHub, is a downloadable tool that users can install in their environments for generating 
precise endurance measurements.

3.   Consider a Modern Form Factor

The evolution of SSD form factors has presented limitations for the data center. Most notable was the lack of 
serviceability for the M.2 form factor, which got its start in laptop computers, and the space inefficiency of U.2, 
which was a way for SSDs to utilize existing HDD chassis. These challenges and others can now be addressed 
with EDSFF drives, which first began appearing in 2017. Given their serviceability, space efficiency, flexibility, 
cooling, and signal-integrity advantages, almost 40 percent of petabytes (PB) shipped into the data center 
are projected to be on EDSFF drives by 2025.15 Solidigm believes that the transition to EDSFF will unfold along 
three paths:
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• EDSFF E3.S will displace U.2 drives in 2U density-optimized servers for higher power/performance and 
increased flexibility to mix devices.

• EDSFF E1.S will be favored over U.2 and M.2 in 1U performance-optimized servers for its advantages in 
packing more IOPS in the same space and the thermal efficiency to either run faster processors or decrease 
cooling costs.

• EDSFF E1.L will be adopted in lieu of U.2 in 1U density-optimized servers for its value in storage density, 
cooling, and serviceability.

Figure 1 depicts how legacy form factors will transition to EDSFF by usage.

Form Factor Transition Opportunities

U.2

M.2 E1.L 9.5mm

Legacy Usages EDSFF

·   Higher power performance servers
·   Mixed-device servers (field-programmable 
     gate array [FPGA], accelerators, SSDs)

2U density-optimized

·   Small footprint, high density
·   Cloud storage
·   JBOFs, storage arrays, and pipelines

1U density-optimized

·   Small footprint, high density and high IOPS
·   Blade servers, edge compute, and storage
·   Boot drives

1U performance-optimized

D7-P5520
D5-P5316
4th gen VE QLC SSD

E1.S 15mm
D7-P5520
D5-P5430

E1.S 9.5mm
D7-P5520
D5-P5430

E3.S 7.5mm
D7-P5520
D5-P5430
4th gen VE QLC SSD

Figure 1. EDSFF form factors in Solidigm’s portfolio

For storage architects looking to preserve existing infrastructure, a U.2 portfolio spanning all Solidigm PCIe 4.0 
products is available. However, as noted, the investment to transition to EDSFF can pay off on multiple vectors.

4.   Be Absolutely Confident in Drive and Data Reliability

As stated earlier, the most basic requirements of any storage solution are to always be available and to never 
return bad data. While all enterprise-class SSDs adhere to a set of drive-reliability and data-reliability standards 
(such as JESD218 and OCP 2.0), not all drives use the same design and test approaches to implement 
these specifications. Table 10 summarizes how Solidigm™ drives go beyond certain requirements for key 
specifications.
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A good proxy for a drive’s overall data reliability is its resistance to silent data corruption (SDC). This is because 
reducing SDC risk considers end-to-end data path protection—error correction code (ECC) and cyclic 
redundancy check (CRC) redundancy, and full protection of all critical storage arrays in the controller—firmware 
methodologies, and drive “bricking” (disabling the drive if there is uncertainty of an event) methodologies. As 
indicated in Table 10 above, applying these techniques has resulted in zero SDC events detected on Solidigm 
drives in over 6 million years of simulated operation life spanning five generations of drive testing at Los 
Alamos National Labs. Furthermore, as shown in the chart on annualized failure rate (AFR) below, the same 
testing on other suppliers’ drives shows evidence of SDC events.

Total Annualized Failure Rate (AFR) of NVMe Drives
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Figure 2. Total AFR (%) of NVMe drives16 

Specification Requirement Solidigm Drives

Annualized failure rate (AFR) ≤0.44 AFR in high-volume 
manufacturing (JEDEC JESD218) Consistently well below 0.44

UBER ≤1E–16 (JEDEC JESD218) 
≤1E–17 (Open Compute Project) Tested to 1E–17

Silent data corruption (SDC)
“… shall not be tolerated under  
any circumstances.” (Open  
Compute Project)

Tested to 1E-23 and modeled to 1E–25
Zero SDC events detected in more 
than 6M years of simulated operation

Power loss imminent (PLI) test
Full protection with health check  
at determined intervals  
(JEDEC JESD218)

Extra check ensuring data saved 
accurately upon power restoration

Table 10. Drive and data-reliability specifications and requirements
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Total AFR consists of Hang + DUE (Detectable Uncorrectable Errors) + Reboot SDC (data mis-compare 
observed after reboot of a drive) + Brick (containment of a drive in case of SDC suspected) + SDC. Given its 
comprehensive nature, we believe that total AFR is a strong measure of a drive’s overall data reliability. As shown 
in Figure 2 above, Solidigm PCIe 4.0 drives deliver superior data reliability across a wide spectrum of data 
center drives. The extra measures taken by Solidigm definitely matter, as disruptions to service and impacts to 
data integrity can have both near-term monetary consequences and longer-term impacts to an organization’s 
reputation that can be hard to overcome.

Choose the Right Drive That Meets Your Specific Needs
Choosing the right storage device is a crucial process. Solidigm’s portfolio, built on both TLC and QLC NAND 
SSDs, mitigates tradeoffs with QLC products that deliver massive, affordable capacities on highly efficient form 
factors with performance tuned for mainstream and read/data-intensive workloads. 

Solidigm’s Technology and Product Portfolio

Solidigm’s PCIe4.0 portfolio spans the widest range of capacities, form factors, and endurance levels in the 
industry.17 This range enables storage decision makers to find an optimal drive to meet their performance and 
solution requirements across a broad array of 1U and 2U chassis for both compute servers and storage servers 
spanning core data centers to edge servers.

Figure 3. Solidigm PCIe 4.0 portfolio
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Figure 3. Solidigm PCIe 4.0 portfolio

Combining the portfolio above with an understanding of workload profiles described earlier in this paper, 
storage decision makers can begin to hone in on optimizing their SSD selection. Figure 4 provides initial 
guidance on the right-sized SSD across a range of widely adopted workloads.
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Target Applications and Usages for PCIe 4 Products 

D7-P5620 
Write-centric 
and mixed 

▪ Caching 
▪ High-frequency 

trading
▪ HPC

▪ AI ingest 
▪ AI preparation 

▪ Database 

▪ Content delivery 
network (CDN)

D7 Series 
Highest 
performing 
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Hyper-dense, 
cost-efficient 

D7-P5520 
Mixed and 
mainstream 

D5-P5430 
Mainstream and 
read-intensive

4th Gen VE QLC SSD 
Read and 
data-intensive

Products and Workload Targets Target Applications and Usages Examples 

▪ Cloud compute

▪ Decision support 
systems

▪ Online analytical processing (OLAP)

▪ Advanced driver-assistance system 
▪ AI/ML data pipelines 
▪ Ceph 
▪ Object storage

▪ E-commerce
▪ OLTP (variable 

block, low duty 
cycle) 

▪ OLTP (small block, high duty cycle)              
 

▪  Cloud storage
▪ Data analytics
▪ Email and UCC 
▪ General-purpose 

server 

▪ Server-based store
▪ VDI 

Figure 4. Taxonomy of Solidigm SSDs and workloads

While the taxonomy is a good first step, storage decision makers will need to consider the full range of criteria 
outlined in this paper to finalize their SSD selections. 

Visit solidigm.com to learn more about these products.

Try out our tools, such as the SSD Endurance Estimator and TCO Estimator,  
to help with the SSD selection process. 
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